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Abstract

This thesis was designed to evaluate the suitability of

the variables that AFIT currently uses to select graduate

students. The objective was to determine if, indeed, these

variables are effective at predicting graduate sciool

academic success at AFIT.

The study examined the records of -4170 US military

officers, foreign officers, and civilians who attended in-

residence AFIT graduate programs from 1977 to 1987. From

t Lese records was obtained data on each student s '

undergraduate GPA and scores on standardized tests, i hich

AFIT currently uses in the selection process.

Using the graduate GPA as the criterion, this study

examined the effectiveness of these predictors with

correlation analysis. In addition to studying the student

population as a whole, the sample was also broken down to see

if the predictors were equally suitable across all programs.

The study found that all predictors were significantly

correlated with graduate GPA and thus were suitauie for- use

in the selection process. In addition, the study found that

all predictors were not equally effective in predict ing

academic performance in all programs. Using the best set of

signi ficantly correlated variables, predictive models were

developed for each program. The admissions office should use

each model to select students on a program-by-program basis.

vi~



AN EVALUATION OF THE AIR FORCE INSTITUTE OF TLKHNO[.GY
STUDENT SELECTION CRITERIA

r. Introduction

General Issue

With th- increasing use of highly technical and complex

systems to counter potential threats, the Air Force has

created significant demand for officers capable of creating,

developing, maintaining, and using these systems. It is the

mission of the Air Force Institute of Technology (AFIT) t,)

provide education and training in order to satist'y t hes!,

requirement s. By giving its students the bread educat ienal

background needed to understand t h - cul t ural arn,

technological environment, AFIT attempts to give them the

ability to analyze and solve complex technical and managerial

problems. AFIT performs two distinct services: providing

professional cont inuing educat ion and training programs and

conducting graduate and undergraduate degree curricula. This

study, however, is concerned solely with the graduate uieqreo

programs.

Although AFIT arranges for some of its graduate st udenit

to attend programs at cix iI ian insti tut ions, it does conduct

selected degree programs in residence. The mA.iority oF these

in-residence graduate degree programs are conduc t~e at one "f'

two schools. The first of the two, the AFIT School of



Engi' -ring and Services, focuses on technology and state-,f-

trie-art, Its programs include aeronautical engineering,

astronautics, electrical engineering, systems analys1s,

operations research, and engineering physics. The second,

the AFIT School of Systems and Logistics, concent r~ates on the

art of management. its programs in(- ude lo ist- iwS

management, contracting and acquisition marnag' -,lrin

acquisition logistics management, internat ional ,,i t ij'

management, engineering management,, and sy.'s tens m:nvemrt

(10:13).

Not every Air Force off icer attends AFIT, however. D

to funding restrict, ions and class-space I imi tat ions,

admissions to in-residence gradute programs ar- I imited to

efer al hurdred per year. Compet. i t ion for t hs,

(cpportunit :es 1s tough and, in order to selfct th- in,: '

highly quaI i f ied studen ts, rigorous selection pr'ocoulre-s 1- t.,

1) e r i i ns t i t. t ed . H owe ve r, u nl i k a c i % i t i a i i L r'- I ii :t t e

Sinst i t,. u t io n t h a t se I e(t t he m t h i 4 h I y q1 ;i I i t" I-,I

irid i ,uials st rieut ly on the 0 ,;is of the r ,_alei"T I ' r ' c r (t

wit h no ;dv i ce Cr",m na )u% si le o r'g n i :at i,)r' , -\ I r''' v'-

i stude ,nt h: s d upon the ie' is ions ofC t he Air t' ,-)'et

1 i i tr'" l' rso niei, ('en t e r ( AFMPC ). Fo r ent ry to AF IF hot Ii

mi 1 t rv job pe-r fo rmance and prev ionis a(_ alemi, i, IV ne,,

ar'e ,n,-.lerfd., as selct ion criteria.

* e, r w I hiri t () A pp1 1 y or :trm At F" ' 1 ":11

m! t f i r t r' 11 e st a n e ,v a1u-a i i n V t h i r :I.' I c

hti k riiti. This 0 vaIuat ion, jerformne t hy t h e AFI F



Registrar's office, measures the officers academic rei or i

against both general and program specific elgibi il i

criteria. For most AFIT graduate programs, this includes ,ai

minimum undergraduate grade point average of' 2.50 (out ()f

4.00) and satisfactory completion of an appropriate gr'adIna5

admissions test. If the officer meets this ,4 e,, ri,- i

eligibility criteria, and any specific criteria for' t h-

program in which they desire to study, they are i s:i I i

letter of eligibility. A copy of this letter is placed in

their master personnel files at AFMPC. As only officers i'th

letters of eligibility are considered by AFMPC for AFIT

assignments, this evaluation is the school's means ut

ensuring that only qualified students are selected to attend.

AFMPC then selects students based upon mi i itiarv i ,

performance, assignment availability, promotabilit,, pSt-

AFIT assignment suitability, and other factors (i0:17). This

selection process "has been designed to select officers whos,,

potential contributions after graduation will most benefit

tL.e Air Force" (10: 16). Thus, AFIT has little control over

which particular students will be adnitted in any jivon \oi V

the school only identifies to AFMPC a group of potent i i

students it is willing to accept. In essence, AFIT selot:s

the st uderits and AFMPC decides when they wil itt end , i C

ove r.

.\FTT al', ,'[ifrs from civilian inst itut ions with r , ri

to tuition. There is no tuition to at tend AFIT; t ho ,oel -

are borne completely by the government . ..\c'ord i n! t I P-'



AFIT financial report, The Air Force spenIs at least $65,000

to send a student through a resident graduate program (1:5).

Since a significant amc:t of money is invested in each

student, it would behoove ACIT to adopt a highly selective,

and highly reliable, admissions policy in order to maximize

the return on this investment. This, of course, assumes that

a student who does not graduate has taken an opportunity from

a student who may have graduated. Thus, the AFIT R-gistrar's

office should employ an admissions policy that uses predictor

variables that are both r-liable and valid. This will enable

them to comes as close as possible to a 100% graduation rate.

Since, as discussed above, AFIT curently uses undergraduate

grade point aver-ages and scores on standardized tests as

predictors for academic performance, the validity- of these

predictors must be evaluated.

Problem Statement

The primary purpose of this thesis is to evaluate thp

effectiveness of several variables that AFIT uses as

predictors of academic performance for U.S. military

officers, foreign military officers "ind civilians in graduate

programs. These variables will include standardized test

scores such as the GRE and GMAT and unridergradulate gr ade point

average. These variables may be combined to bu il a

predictive model to be used for fftirIe .\FIT admi s iols. if

necessary, different models will bo develuped for di f forerit

graduate programs.



Literature Review

A discussion of the basic concepts of te3ting arid

measurement will serve to familiarize the reader with the

concepts of validation.

A physical scientist who wishes to know more about a

certain object will u :e his instruments to fiieasu-e it.

Regardless of whether the instrument is a ruler or an

infrared spectrograph, the object's physical characteristics

can be measured with precise and uncontroversial techniques.

However, the behavioral and social sciences are fundamentally

different from the physical sciences. According to Green,

this difference lies in the fact that not only are concepts

difficult to measure but sometimes there is disagreement over

the meaning of the concepts themselves (16: 1002). He uses

the concept of intelligence as an example. Not only is the

measurement of intelligence disputable, but it has no

universally agreed upon definition. t. .:s the presence of

constructs such as this in the behavioral sciences that bring

about a need for evidence that the intended characteristics

are actually being measured by a test (16: 1002).

A standardized test is an examination, given under

specified conditions, which is designed to measure some

aspect of an individual's knowledge or personaLity. Because

the same Lest can be given under t he same spec i t i ed

coridi t ions, it can proyide a s-cale foe " i t h e a.--PssI!nel t i I

consistent indiv(idual differernces regarding the concept, that

the test has been des iried to measure. Al though it, may be



difficult or impossible to determine an absolute measure of a

specific individual's trait, the standardized test does serve

well to provide a relative scale for comparing many

individuals' traits. Thus, the object of the test is to

provide fair comparison among the test takers. In graduate

school admissions, standardized tests provide a common

measure for all potential students. However, for these test

scores to be useful for student selection, they must exhibit

both reliability and validity (16: 1005).

Reliability. Reliability can be described as the extent

to which test scores are repeatable and stable. Simply put,

reliability is concerned with the degree to which a

measurement is free of random error. The key word here is

random. For example, a timepiece which consistently runs ten

minutes fast is highly reliable but hardly valid. On the

other hand, a timepiece which randomly runs both slow and

fast is neither reliable nor valid (17: 28).

As the miniminization of randomness is the key to any

reliable test, reliability can be expressed as the extent to

which a test consistently measures whatever it does measure.

In the case of a standardized test used for admissions,

reliability could be defined as the extent to which a student

repeating the test would tend to receive the same score

(assuming , of course, that taking the same test more than

once adds nothing to the score achieved).

Reliability can be estimated by correlating students'

test scores with their scores on an equivalent Lest. The

6



resulting correlation coefficient is an estimator of the

test's reliability. This coefficient reveals the degree to

which individuals tested as a group keep the same relative

standing when two equivalent forms of the test are given. If

there is no change in the relative standings, the reliability

coefficent would be 1.00. When evaluating individuals for

selection to graduate school, the Educational Testing Service

considers reliability coefficients of 0.90 or above as

satisfactory (13: 24). That is, for standardized tests, such

as the GRE (which is administered by the Educational Testing

Service), the reliability coefficients should be at least

0.90 in order to use scores on that test as a graduate

student selection criterion. The GRE verbal and quantitative

tests exhibit reliability coefficients of 0.93 and 0.90,

respectively (13: 24).

In order to accurately interpret the results of a

correlation between predictor variables and a certain

criterion variable, it is necessary to ensure that they are

all reliable. In order to measure this reliability, Dick and

Haggerty offer three basic procedures. To compute the

reliablity coefficient, a test may be given twice (with the

testing separated by some interval of time), an alternative

form of the test may be given after a period of time, or -

test may simply be given once (11: 18-19).

This firfst me t.hod of estimating reliability is ci I d

the test-retest procedure. Here, the reliability of the test

is expressed as the correiation between the scores of t he



same test given twice to the same students. This technique

is used to with the hope that at the second testing the test

takers will not remember their earlier responses.

The second procedure for estimating reliability is the

alternate forms method. Here, the estimate is obtained by

correlating the scores obtained by students on two different

forms of the same test. This method corrects the weaknesses

of the test-retest method in that the same items do not

appear on both tests. However, the results of this procedure

can be influenced by the effects of boredom and fatigue on

the part of the student or by the amount of time beLweeri the

two tests (11: 21).

The third method for establishing the reliability of a

test score involves giving the test once arid using

statistical methods to determine its internal consistenc.

One way to accomplish this is the split-halves procedure.

Here, the test is divided into two equivalent halves that are

timed separately. The only difference between this method

and the test-retest method is in the length of the halves.

By using the Spearman-Brown formula:

R = 2r/(l+r) (1)

the reliability of the total test, R, can be estimated from

the correlation of the two halves, r.

This Spearman-Brown formula is derived from the

classical theory of testing. This theory asserts that a test

8



score is made up of two components and can be represented by

the equation

X0 = X t + Xe (2)

In this equation, X o is the score obtained by the test-taker,

:t is the true component of the person's score which is

devoid of random error, and Xe is the error component. Since

the true score, X t is a hypothetical construct, it cannot be

observed. However, since the true score is independent of

the errors, the variance of X. is the sum of the variances of

Xt and Xe . With two equivalent halves,the true score will be

doubled while the errors tend to cancel each other out due to

randomness (16: 1005).

Another procedure for assessing a test's internal

consistency is based upon the intercorrelations of the

individual items on a single test. Actually, this is the

application of the classical test theory on the item level.

Each item is viewed as a miniature test with both true and

error components. Since the errors are random, and therefore

uncorrelated, the correlation among items depends only on the

true component (16: 1006).

Validity. Validity is concerned with how accurately an

instrument measures what it is intended to measure. Emory

further defines validity as "the extent to which differences

found with a measuring tool reflect trLae di fferences among

those being tested" (14: 94).

9



The process of validation can have many different aims.

Validity can be separated into three types. The first,

content validity, is the extent to which the test or

measuring tool covers a representative sample of the

population under study. The second, construct validity,

deals with the relationship between a theory and actual

performance. The third type, criterion-related validity, is

the effectiveness with which a test or measurement can

predict an individual's behavior or the outcome in a causal

relationship. Actually, criterion-related validity can be

suhdivided into concurrent validity and predictive validity.

Anastasi differentiates between concurrent and predictive

validation on the basis of the time relatio-ship between the

criterion and the test. A political survey that correctly

forecasts the winner of an upcoming election has predictive

validity (2: 131-137). On the other hand, concurrent

validity, which Emory also calls "immediate predictive

validity" (14: 89) is determined by correlating measurements

with information which is currently or immediately available.

Lent advises the use of concurrent validation studies, if

possible, versus predictive ones. This is because concurrent

validation studies, with their i-ear-simultaneity Wiun respect

to the relationship between predictor and criterion,

minimizes the effect of external influences upon the measured

.Association (21: 527). Unfor Lun tte Iy, in most c ases the

criterion is not available at the time of testing thus

eliminating the possibility of a concurrent study.

10



The correlation between a predictor and the criterion

results in a validity coefficient. The numerical value of

this coefficient represents a measure of the effiency of the

predictor when used for selection purposes A predictor with

a correlation of 0.0 with the criterion represents zero

efficiency, or random selection. Similarly, a correlation

coefficient of 1.0 represents as good efficiency ;s is

possible from using the criterion itself as the selector (5:

66-67). This coefficient is actually a numeric index of the

validity of that predictor.

Chronbach points out that a positive coefficient

reflects the increased accuracy that results from using that

predictor, based on the test results, as compared to random

guessing. In other words, an improvement in selection can be

expected from the use of a predictor over what would be

expected from the use of the criterion alone. However,

Chronbach warns that considerations such as the cost of the

testing, the urgency of improved selection, and the cost and

validity of the selection method already in use should all be

weighed prior to any new testing (8: 133). In addition,

Anastasi maintains that prior to drawing any conclusions from

a test, the tester should have reasonable certainty that the

observed validity coefficient is statistically significant.

Could the validity coefficients have arisen through random

fluctuations of sampling and be small enough to ignore or

could this be a fluctuation of a coefficient that is Lt ,l'

zero (2:159)?

11



There are several factors which tend to affect the size

of the validity coefficient. The most significant is

restriction in range, a phenomenon that occurs when the

samnple group is homogeneous compared to the general

population. As the range of the predictor becomes narrower,

it becomes more difficult to differentiate between members of

the sample, thus artifactually reducing the coefficient (8:

135). This definitely becomes a factor when studying

predictors of graduate academic success. I, thesc studies,

restriction in range tends to reduce validity coefficients

when correlating standardized test scores, such as the GRE,

and graduate grade point averages (GPA). This is because the

range of GRE scores within the sample is significantly

smaller than the range occuring in the general population

(34: 476). This can be attributed to the fact that students

with low GRE scores were not accepted into graduate school in

the first place. In addition, the poorer students probably

didn't even take the GRE thus further lowering the variablity

of the scores. Therefore, a study which uses GRE scores as a

predictor for graduate academic success will experience lower

validity coefficients due to the reduced range of the

predictor. A necessary, but not sufficient condition, for a

high validity coefficient is the combination of a large and

heterogeneous population and wide ranges of measur-ed

characteristics for both the predictor and the criterion

(1[3: 16).

12



_edictors. Many studies have been conducted in an

effort to validate predictors of academic success in graduate

school. The majority of these studies have used standardized

test scores as the primary predictor. These studies include

Nagi (28: 471), Borg (4: 380), Camp and Clawscn (7: 429),

Robertson and Nielsen (30: 649) and Michael, Jones and Gibbon

(26: 859).

Thacker and Williams summarized the results of twelve

such studies, conducted from 1957 to 1970, which all used the

GRE as the primary predictor of graduate academic success.

Most of the studies reviewed by Thacker and Williams

exhibiteu low correlation coefficients, although the use of

graduate GPA, with its inherent shortcomings (as discussed in

the next section), as the criterion variable may have been

partially responsible (32: 942-944). Choice of the criterion

variable aside, the results certainly suggest that the use of

the GRE alone, as a predictor, should be sibjected to further

analysis or additional predictors should be posited.

At least two recent studies, however, have used multiple

predictors in an effort to improve predictive ability. Van

Scotter and Bruno both used standardized test scores in

addition to other variables such as undergraduate GPA, number

of years of commissioned service, arid number of undergraduate

math courses in attempts to predict graduate student success

of military officers. Even though significant coefficients

were obtained, both studies agreed that additional analyNsis

is warranted (6: 21, 35: 38). The published literature

1 3



agrees with this approach. Lin and Humphreys (22: 250),

Covert and Chansky (9: 947), Mehrabiqn (25: 410), and Baird

(3: 943) all report significant findings as a result of using

more than one predictor variable.

Although many different predictors of graduate academic

performance are available, whichever is chosen should be re-

validated periodically (20: 819).

Criteria. Prior to conducting any statistical tests to

determine the criterion related validity of any predictor

variables, it is necessary to determine the criterion against

which the predictors will be correlated. In Thacker and

William's review of twelve studies of the GRE as a predictor

for academic success, ten of the studies used some form of

the graduate GPA as the primary criterion variable. Ir the

other two studies, one used faculty ratings and the other

used pass/fail Doctoral comprehensive exams as the criterion

variable. In this review, the authors echoed Borg's warning

on the use of graduate GPA as the criterion variable. The

basis for this warning was the low discriminatioit of this

measure; that is, graduate grades tend to be artificially

restricted to the A to B range. It is interesting to note,

however, that Thacker and Williams also recognized in this

review that "the use of other criteria did not consistently

yield improved correlations" (32: 943).

Chronbach realized the importance of choosing th,

correct criterion when he declared that the most difficult

aspect of predictive validation is obtaining appropriate

14



criterion data (8: 122). In fact, Michael, in his review,

even noticed that "One reason frequently given for the

absence of higher validity coefficients than those usually

obtained has been the lack of reliability of the criterion

(26: 56)". When attempting to quantify graduate acad,-mic

success, several criterion variables are available. Graduiate

GPA, as observed above, is most prevalent. However',

researchers have also used a graduated/failed to graduate

dichotomy, facul ty rat ings, and rated success aft e r a

specified time period as alternate criterion variables.

Hartnett and Willingham discussed several a I te rria t r\ e

criteria for graduate academic success and also obser\ e the

strength and limitations of each. In their investigation,

tLey found graduate school grades to be the most popu at

criteria for academic success. There are rnumerous reasons

for this popularity. First-, graduate grades represent the

faculty's view of student performa,ice. No one is in a better

position to gauge the student's progress than their faculty

Secondly, as a criterion variable, graduate crades exhibit

significant stability and consistency from semester t.o

semester thus increasing the rel iabi i t y coefficient .

Th i rdly, ;r duate grades are attractive as critorion

variables because they are available soon after the st ud-ert

starts the program. This avoids the I eng t hy w.i t r t he

vari able which i ind icat ive of other ; r i to' i a, !.uh as,, post

graduation employment performance evaluat ions ( 18: 13

Also, Livingston -na, 4  Tur i,e r cite the fact thai t ratt .

15



grades are used in every prcgram as another at tractive

feature of using them as the criterion variable (23: 2).

The published literature seems to support the use of the

graduate grade point average as a popular criterion variable.

The majority of the studies reviewed used graduate GPA ir,

their analyses. These include Borg (4 : 380), Madaus and

Walsh (24: 1105), Eckhoff (12: 484) and Sleeper (31: 1039).

ThMt use of graduate GPA as the criterion is not withouit

its difficlIt ies, however. Hartnett and Willingham cite

r-st riction in range problems when using this criterion.

Si'nce gradluate grades exhibit such a narrow range (general,

they are art i ficially restricted to the A to B range), this

attenuates the val idity coefficients. In addition, grading

st andaris can and do vary dramatically, even between prog rams

in thp sitite school. Final ly, Ltb abstractness of the grades!

auses di fficullt ies. Even to the student who receives them,

It is not always clet' what the g ra Ites mean. 1her f' f re,

whi Ie grades sprve usef'ul ,urpo:es in graduate edi(cat io)n,

rmst i()t ahl a as mat i\ators of performan.ice and s tatoments o f

st uident e'" i- ,ement the% -tre less us. i efl :is ai i ) i l uiuu.

,--riterion for" grauat e stuirent performance ( 18: 1 1-1 1).

Degre t tainment- was also dIis-;c usse d a s ai poa oss i

,.riter' on for igr.dua-te student p t ort' itnce . Sir'ice it is a

IirAry .ar'i Ie , it avai ds the abst ractriess f 4rad s. By

a,lmini :tr atr"; st.ndard-;, it i:s th, single no.s i mportant

-r; ter on of" s4uccess in -r adu111 ateo edtuCat iotn. Ano t h -r"

advantageo is that gr aduate student,- t.hie Inl-es ( I;ar l r,gi rd

I ;



it as the most important outcome of their studies. Ever

though the use of degree attainment is much less amhiuwrn,-

than the use of grades, it, too, has its limitations. 9"i>.t

significant of these disadvantages is the fact that studerw-s

drop out of graduate school for many reasons, many of whi fi

have little to do with academic ability. Thus, even thowl,,

a student may be academically successful, he could st il he

counted as a failure by this measure (18: 15-18).

Willingham indentifies faculty ratings as another is"Cn:

criteria frequently used in validity studies. Their Si4!.

biggest advantage is that they are relatively ea'sy to ,htn n,

thus providing a convenient criterion. However, they ili

suffer from some serious shortcomings. The most tr-.hicsoi-

is that faculty members tend not to be fimiitr ,I' r h

the student's work to make an informed ratin;. (f .. qq T

this depends most upon the size of the prgrtm. ,1

grades, ratings suffer from problems with leni cy on!i, r :

restriction (36: 273-275).

These difficulties did not stop all r!'-ari r 'r '

using this criterion var able, however. K in g in 1.

855), Michels (27: 860), and Robert son aivi Hoi1 1 2' :

all t report significant correlation coett ic i,

faculty ratings and their respect ive predi'tor var i,,,.

The I iie i i on - reachedI by 1 a r t n, t t .i nd , i 1 1 r- i:,i

inclu"de the fac't t hat i nsu Cf ic i'nt ro"->'rch h is K.' i ! ,

what exact Iy onst i tut es suc'esstu :t,:xidm c Pi" r t' rm in - .

This can be dire( t ly related to t, lie fat I I t h.t IlT)rt r I
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faculty members place very low priority on efforts to

evaluate student performance outside the existing practices.

If this can be turned around, perhaps a useful criterion can

be discovered (18: 38).

Guion advises careful thought prior to choosing the

criterion variable:

Careful criterion development rests upon the
answers to several questions. Should there be one
criterion covering all aspects of performance, or
should there be many independent, unitary criteria
What are the objectives of the organization, and
how does a given job fit into these objectives?

Conceptually, what are the basic variables along
which performance--and the success of the selection
program specifically--can be evaluated? (17: 112)

In essence, Guion counsels that whatever criterion is chosen,

it should not be simply because it was available.

Research Hypotheses

1. Standardized tests, such as the Graduate Record

Examination and the Graduate Management Admissions Test, are

valid predictors of AFIT graduate school performance.

2 Undergraduate grade point averages are %alid predictors

of AFIT graduate school performance.

3. The correlations of the predictors ;tnd the criterion

variable will vary between graduate degree programs.

1. The above v;r iab I es cn ho com th i ned i n t o p rod i t i%

models which produce significant results.
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II. Methodolgv

Introduction

This chapter describes thp method by which this analysis

was conducted. The subject population was identified,

suitable criterion and predictor variables were chosen, and

data was collected. After data collection was complete,

statistical analyses were conducted to reduce the data to

meaningful information.

Sub.jects

The sample in this study consists of all U.S. military

officers, civilians, and foreign officers who attended AFIT

graduate programs in the School of Engineering or the School

of Systems and Logistics between 1977 and 1987. The size of

this sample is 4170 students.

Definition of Variables Used

Table 1 provides the acronyms for and defintions of all

variables used in this study. Undergraduate grade point

averages (UGPA) are on a 4.00 scale. Some undergraduate

institutions grade their students on other than a 4.00 scale

which required a correction to the reported average. In

addition, most foreign students were evaluated under ;t

pass/fail system which effectively resulted in unreportable

g radt point averages.
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Table 1

Acronyms and Definitions of Variables

ACRONYM DEFINITION

YEAR * Last two digits of calendar year of AFIT
graduation

PROG * Master's degree program which student

graduated from

GGPA AFIT graduate grade point average

NAT * Nationality of student

UGPA Cumulative grade point average from all
undergraduate schools attended by student

GREV Student's score on the GRE Verbal
Aptitude test

GREQ Student's score on the GRE Quantitative
Aptitude test

GRET Student's total score on the GRE Aptitude
test (GRET = GREV + GREQ)

GREA Student's score on the GRE Analytical
Aptitude test

GMATV Student's score on the OmAT Verbal test

GMATQ Student's score on the GMAT Quantitative
test

GMATT Student's total score on the GMAT

TOEFL Student's score on the Test of English as
a Foreign Language

• denotes an indicator variable
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Criterion Variable

The criterion variable chosen for this thesis , used to

measure graduate academic performance, was graduate GPA. As

noted in the literature review, this criterion variable has

been used successfully in many previous studies in spite of

its limitations.

Although teacher ratings or post-school job performance

(15: 638, 18: 32) would have alleviated some of the

limitations characteristic of GGPA, the use of this type of

data was infeasible for this study. In the case of the

former, acquiring teacher ratings of students who graduated

up to ten years ago was almost impossible. This was due to

the fact that many of the instructors at AFIT are military

personnel who get reassigned every four years and locating

them now would be very difficult.

In the case of the latter, the only accessible document

which reviews post-school job performance is the Officer

Effectiveness Report (OER) which an officer receives

annually. Unfortunately, this report has been accused of

be ing a positively biased review of the officer's

achievements and therefore would not be very reliable. In

addition, OERs are not available on civilians or foreign

officers.

Predictors

The predictors used in this study will he the same

predictors which the AFIT registrar's office uses to select,
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its students. They are undergraduate grade point avverage

(UGPA), scores on the Graduate Record Examination (GREV,

GREQ, GREA, and GRET), scores on the Graduate Management

Admissions Test (GMATV, GMATQ, and GMATT), and, for foreign

students, scores on the TOEFL. Any other possible predictors

were not chosen because they are not used in the student

selection process and therefore would be superflous to this

analysis.

Data Collection

The data used in this study was collected from the

student files located in the AFIT registrar's office

(AFIT/RR). In addition, only the information which was

available to the selection committee at the time of

eligibility determination was used in the analysis. For

example, if the student re-took the GRE after graduation and

achieved significantly higher scores, only the lower, earlier

GRE scores were used. This is logical because it was the

lower scores by which the student's eligibility was

determined.

It must be noted that due to incomplete records, there

were missing values for many of the predictor variables. For

example, only 3894 students out of the sample of 4170 had

UGPA data in their files. This equates to 93.47%. The

percentage of missing values for all of the other predictors

are even lower. The majority of these missing values are

attributable to the incomplete records of civilians and
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foreign military students over whom AFIT exerts little

control.

Table 2 provides descriptive statistics for all the

non-indicator variables included in this sample. Appendix A

displays frequency distributions for each of the non-

indicator variables below. Appendix B provides descriptive

statistics for each graduate program.

Table 2

Descriptive Statistics for Entire Sample

4 IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUI MAXIMUM

GGPA 4168 3.52 0.36 0.00 4.00

UGPA 3894 3.05 0.40 1.90 4.00

GRET 2900 1203.24 141.07 670.00 1670.00

GREV 2900 535.60 91.59 200.00 870.00*

GREQ 2900 667.58 81.10 200.00 870.00*

GREA 1757 590.98 100.65 200.00 800.00

GMATV 722 31.53 6.06 5.00 48.00

GMATQ 722 32.66 6.46 11.00 54.00

GMATT 731 537.07 68.84 275.00 740.00

TOEFL 59 521.46 128.87 80.00 780.00

* Effective October 1,1981, the maximimum obtainable score

on the GRE verbal, quantitative, and analytical aptitude
tests was limited to 800. Prior to this, higher scores were
possible, though rare.
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Data Analysis

Guion states:

The validation of a selection instrument must deal
with two questions, one concerning the evidence
that a relationship exists between test and
criterion, the other concerning the magnitude of
that relationship (17: 158).

Thus, the first statistical procedure consisted of a

correlational analysis. Correlation matrices containing all

of the variables, both for the entire sample and broken down

by program, were constructed.

Due to the fact that the AFIT registrar's office only

has information on students who were selected for attendence

and not on those who were not selected, the effects of

restriction in range of the predictor variables must be

considered. Therefore, the correlation coefficients from

above were corrected for this phenomenon using the equation

offered by Thorndike:

R = [r(y/x)]/[i-r 2 +r 2 (y/X) 2 ]1 /2  (3)

where x and y represent the predictor variable standard

deviations for the restricted and unrestricted cases,

respectively, and r and R represent the corresponding

correlation coefficients (33: 173).

Prior to developing prediction models, however, it was

necessary to break the sample into groups based upon the

program in which the student studied. This separation is

based on the conclusions reached by Madaus and Walsh. In

their study, they found that due to different grading
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practices between academic departments, the reliability of

their criterion, GGPA, was unacceptably low. To correct for

this, the authors formed groups based upon which program the

student attended (24: 1109).

Regression techniques were used to build predictive

models for each of the academic programs. These prediction

models were in the form:

Y = 3O  + B1IX 1  + B2X 2  + ... SnX n

where Y is the dependent variable being predicted, Xi

represents the predictor(s) and Bi is the weight associated

with each predictor.

Initially, the predictive models chosen were those that

exhibited the highest value for R2 within each program.

Since R2 , the coefficient of determination, is a measure of

the model's ability to explain the variability of the

criterion variable, the higher this value, the better the

predictive results of the model. These models were then

tested for the aptness of each predictor within the model and

the "goodness of fit" of the model itself. If the model

didn't pass these tests, the model with the next highest

value of R2 was tested.

The test used to determine the aptness of each predictor

used a test statistic in the form:

t = Bi  / standard error of Bi  (4)

Sinc,, this statistic follows Student's t distribution, its
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significance can be easily tested. If the value of t

derived from this equation is statistically significant, the

predictor significantly adds to the equation's ability to

predict the criterion variable. Each predictor in the

regression equation was tested and if its corresponding 1 was

significant, the variable was determined to be useful in

predicting GGPA.

The total model's ability to predict GGPA was analyzed

through an analysis of variance (ANOVA). ANOVA is based on

the fact that the total variability in the independent

variable can actually be partitioned into two components as a

result of the regression equation. These are the sum of

squares due to regression (SSR) and the sum of squares of

error (SSE). The larger SSR is relative to SSE, the better

the prediction model fits the data. Since SSR can also be

viewed as the portion of the variance in the independent

variable that can be explained by the model and SSE as the

unexplained variance, the larger the ratio, the more

significant the model. All of the models produced above were

also tested by this method.

Thus, the prediction models chosen to represent the data

within each of the sorted groups was the model which best met

these three criteria as described above.

In addition, no model was constructed which employed

predictors from both the GRE and the GMAT. Since potential

graduate students are likely to take either test, but not

both, it seemed unproductive to construct models which
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included both. Therefore, for some graduate programs, two

prediction models were developed. One to predict GG-A if the

student submits GRE scores and another for the prediction of

GGPA with GMAT scores.
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III. Results

Intioduction

This chapter introduces the results of the statistical

analyses described in Chapter II. The significant predictors

of GCPA, separated by area of study, are presented. Only one

prediction model is presented, however. The remainder of

these models appear in appendix C.

Correlation Results

A correlation analysis was performed on the entire, non-

sorted sample. The results of this procedure are summarized

in Table 3. These correlation coefficients, corrected for

restriction in range as described in the previous chapter,

reinforce the notion of using standardized tests to aid in

the selection of students for graduate school. As seen in

Table 3, every aspect of both the GRE and the GMAT was

significantly related to GGPA. In addition, UGPA was also

significantly related to GGPA in the entire sample. Table 3

also reflects the prevalence of the GRE as the test of choice

for potential graduate students regardless of their intended

area of study. A total of 2900 of the 4170 students in the

sample show GRE scores in their records while only 731 out of

the same 4170 students received GMAT scores. Although this

preference was expected from students in the School of

Engineering with its focus on technical studies, the test of

choice for students in the School of Systems and Logistics,

with its focus on management, was also the GRE. Of the 722
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that did take the GMAT, however, 607 were in the School of

Systems and Logistics.

Table 3

Correlation of Predictors with GGPA for Entire Sample

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.1789 3894 <0.0001

GRET 0.3309 2900 <0.0001

GREV 0.2377 2900 <0.0001

GREQ 0.4021 2900 <0.0001

GREA 0.3895 1757 <0.0001

GMATV 0.4243 722 <0.0001

GMATQ 0.2563 722 <0.0001

GMATT 0.3272 731 <0.0001

TOEFL 0.1155 59 0.3836

Table 3 also reveals that TOEFL scores were the only

predictors that were not significantly related with GGPA.

This is not surprising as command of the English language is

a neccessary but not sufficient condition for successful

graduate school performance. This fact, combined with the

reality that if the TOEFL scores were exceptionally poor, tho

student would never have been accepted to graduate school in

the first place, make the possibility of a significant.

relationship between TOEFL and G(GPA highly unlikely.
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The results in Table 3 also indicate that the predictors

with the highest correlation with GGPA, when broken down by

type of standardized test taken, are the GRE quantitative

test and the GMAT verbal test. The appearance of GREQ and

GMATV as the most significant predictors within their

respective tests comes as no surprise. As mentioned

previously, the majority of students with GMAT scores were in

the School of Systems and Logistics. This school, with much

of its curriculum consisting of courses in management.,

stresses the non-quantitative aspects of the Air Force.

Therefore, those students with a strong background in the

verbal skills (as those with high GMATV scores have), should

be more successful than those lacking these skills.

Similarly, the majority of those with GRE scores are in the

School of Engineering (1923 out of 2900 total). In this

school, the numerical ideas are highlighted and those

students with strong backgrounds in the quantitative sciences

will certainly be expected to excel.

As mentioned in the previous chapter, correlational

matrices were also constructed after the sample had been

sortcd by area of study. A summary of these matrices is

shown in Table 4. This table reflects only t hose

predictor/criterion relationships which were significant at,

the 0.05 level. At this leveL the probability of the

relationship occurring as at resul t of chance are ',rei at I y

reduced.
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For those programs in the School of Engineering ( the

first 12 listed), one of the GRE tests were significant I-

correlated with GGPA in 11 of the 13 groups. In addit ion,

UGPA was significant in 12 groups. In one program, Guidaric-

Control, there were no significant predictors. The GM:AT was

only significant in one group.

In the School of Systems and Logistics, both the GRE anrd

the GMAT were reliable predictors of GGPA. Here, th - E

was significant in 7 of the 9 programs and the GMAT hihl.

correlated in 6. However, the usefulness of' UGPA as a

predictor was drastically less with significance in only

the 9 groups.

Table 4

Significant Predictors for Each Program

Astronautical Engineering (N = 143)

VARI ABLE CORRELATION N SI(NAF 1JANi'

UGPA 0.2209 140 ().(00)87

GRET 0.6089 119 1

GREV 0.28-14 119

GREQ 0.8286 119 0 .

GREA 0.4350 55 ,,! I A
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Table 4 (continued)

Aeronautical Engineering (N = 326)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.2679 295 <0.0001

GREQ 0.4992 239 <0.0001

GREA 0.2553 134 0.0036

Computer Science (N = 308)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.3137 286 '0.0001

GRET 0.5038 252 <0.0001

GREV 0.3556 252 <0.0001

GREQ 0.5534 252 <0.0001

GREA 0.5816 160 <0.0001
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Table 4 (continued)

Electrical Engineering (N = 646)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.3102 608 <0.0001

GRET 0.3034 482 <0.0001

GREV 0.1846 482 <0.0001

GREQ 0.4504 482 <0.0001

GREA 0.2984 344 <0.0001

Electro-Optical Engineering (N 107)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.3705 106 <0.0001

GRET 0.3328 72 0.0043

GREQ 0.5409 72 <0.0001

Engineering Physics (N = 166)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.4207 153 <0.0001

GRET 0.2291 132 0.0084

GREV 0.2379 132 0.0067

GREQ 0.4322 132 <0.0001
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Table 4 (continued)

Nuclear Engineering (N = 121)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.3202 110 0.0007

GRET 0.5529 91 <0.0001

GREV 0.4828 91 <0.0001

GREQ 0.6621 91 <0.0001

GREA 0.5678 56 <0.0001

Operations Research (N = 213)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.3241 192 ¢0.0001

GRET 0.3211 181 <0.0001

GREQ 0.5853 181 <0.0001

GREA 0.4126 118 <0.0001

GMATQ 0.7584 11 0.0078

Systems Engineering (N = 90)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.1675 87 <0.0001

GRET 0.6958 63 <0.0001

GREV 0.5866 63 <0.0001

GREQ 0.7177 63 <0.0001

GREA 0.7066 40 <0.0001
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Table 4 (continued)

Strategy and Tactics (N = 183)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.3514 178 <0.0001

GRET 0.5365 154 <0.0001

GREV 0.3559 154 <0.0001

GREQ 0.6482 154 <0.0001

GREA 0.3477 76 0.0023

Space Operations (N = 134)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.3724 129 <0.0001

GRET 0.4426 124 <0.0001

GREQ 0.5268 124 <0.0001

GREA 0.3729 124 <0.0001

Guidance Control (N = 21)

VARIABLE CORRELATION N SIGNIFICANCE

No significant predictors for this program

Computer Engineering (N = 23)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.4499 17 0.0407
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Table 4 (continued)

Acquisition Logistics (N = 107)

VARIABLE CORRELATION N SIGNIFICANCE

GMATQ -0.3074 46 0.0377

Contracting Management (N = 168)

VARIABLE CORRELATION N SIGNIFICANCE

GRET 0.3781 77 0.0016

GREV 0.4144 77 0.0003

GREA 0.5577 36 <0.0001

GMATV 0.3556 80 0.0019

GMATT 0.3071 80 0.0061

Engineering Management (N = 270)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.2742 260 <0.0001

GRET 0.3003 201 <0.0001

GREQ 0.4576 201 <0.0001

GREA 0.5027 133 <0.0001

GMATQ 0.6115 60 0.0007

GMATT 0.3076 60 0.0174
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Table 4 (continued)

Logistics Management (N = 544)

VARIABLE CORRELATION N SIGNIFICANCE

UGPA 0.1714 474 0.0002

GRET 0.4334 298 <0.0001

GREV 0.3606 298 <0.0001

GREQ 0.4632 298 <0.0001

GREA 0.4986 127 <0.0001

GMATV 0.4545 181 <0.0001

GMATQ 0.4633 181 <0.0001

GMATT 0.4591 183 <0.0001

Maintenance Management (N = 91)

VARIABLE CORRELATION N SIGNIFICANCE

GRET 0.7372 50 <0.0001

GREV 0.6936 50 :0.0001

GREQ 0.7203 50 <0.0001

GREA 0.7491 38 <0.0001
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Table 4 (continued)

Systems Management (N = 300)

VARIABLE CORRELATION N SIGNIFICANCE

GRET 0.5138 162 <0.0001

GREV 062 <0.0001

GREQ 0.6041 162 <0.0001

GREA 0.5346 98 <0.0001

GMATV 0.5018 132 <0.0001

GMATQ 0.3853 132 <0.0001

GMATT 0.4430 133 <0.0001

Transportation Managemen. (N = 54)

VARIABLE CORRELATION N SIGNIFICANCE

No significant predictors for this program

Cost Analysis (N = 57)

VARIABLE CORRELATION N SIGNIFICANCE

GRET 0.6958 24 <0.0001

GREQ 0.7630 24 <0.0001

GMATV 0.7885 33 <0.0001

GMATQ 0.5623 33 0.0015

GMATT 0.7535 33 <0.0001
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Table 4 (continued)

Information Resources (N = 47)

VARIABLE CORRELATION N SIGNIFICANCE

GREA 0.5485 26 <0.0001

GREQ u.5266 30 <0.0001

Regression Results

Using the methodology described in the previous chapter,

prediction models were constructed for all current gradulate

programs with significant predictors. These models are

presented in Appendix C. In addition, two models were also

developed based upon the results of the entire sample. Table

5 provides the result of this analysis.

The results in Appendix C indicate the usefulness of

separating the sample by graduate program. The R2 values of

the models presented there range from a high of 0.9783 in the

Astronautical Engineering program to a low of 0.2000 in the

Acquisition Logistics program. Whereas the models produced

from the non-sorted sample have R 2 values of 0.4279 and

0.4537, for the GRE and GMAT cases respectively, 16 of the 2-

models produced from the sorted sample have higher values for

this coefficient.

It is interesting to note that, in direct contrast to

Bruno's study of predictors for graduate performance in the

Army, these results indicate that the larger sample models

have larger coefficients of determination than the smaller
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sample models (DB: 37). The Information Resources program (N

=47, R2 = 0.2155), the Computer Engineerir. program (N 21,

R2 = 0.2025), and the Acqusition Logistics program (N - 106,

R2 = 0.2000) affirm this as their models exhibit the smallest

7ocffi znt7 ar. .. Z...t N's in this niys.

Table 5

Prediction Models for GGPA

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 3.8019 <0.0001

UGPA 0.0919 <0.0001

GMATT -0.0137 <0.0001

GMATV 0.1243 <0.0001

GMATQ 0.0882 <0.0001

MODEL R 2 = 0.4537

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 2.0650 <0. 0001

UGPA 0.0932 <0.0001

GRET -0. 0106 <0.0001

GREQ 0.0117 <0. 0001

GREV 0.0106 <0. 0001

GREA 0.0007 <0. 0001

MODEL R2 = 0.4279
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IV. Conclusions

Introduction

This chapter begins with a review of the research

hypotheses from Chapter I. This section will focus on the

supportability of each hypothesis based on the evidence

presented in Chapter III. Immediately following is a

discussion of the implications of these findings and the

conclusions which may be drawn from them.

Hypothesis Review

The first research hypothesis stated that standardized

tests, such as the GRE and GMAT, are valid predictors of AFIT

graduate school performance. The results of this analysis

certainly support this statement. When correlated over the

entire sample, all the predictor/criterion relationships

involving the GRE or GMAT were found to be significant beyond

the 0.0001 level.

The second research hypothesis stated that undergraduate

grade point averages are valid predictors of AFIT graduate

school performance. Since the correlation of UGPA with GGPA,

over the entire sample, yielded a coefficient which was also

significant beyond the 0.0001 level, this assertion was

supported.

The third research hypothesis stated that the

correlaLions of the predictors and the criterion would vary

between graduate degree programs. The results presented in
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Table 4 support this claim. Although every predictor, with

the exception of TOEFL, was significant beyond the 0.0001

level in the entire sample, none of the correlations

performed within each program yielded similar results. In

the correlations performed for the 22 programs, the number of

significant predictors yielded for each program never

exceeded six. In addition, two programs didn't have any

significant predictors. Thus, the relationships between the

predictors and the criterion varied significantly across AFIT

programs.

The fourth research hypothesis stated that the

significant predictors of each program could bc combined into

pr rictive models which produce significant results was also

support-d. The piedictive models presented in Table 7 are

all significant beyond the 0.0001 level.

Discussion

The results presented in Table 6 are actually a summary

of the number of programs in which each predictor is valid.

In an effort to visualize trends in the data, this table has

differentiated between the nine programs in the School of

Systems and Logistics and the 13 programs in the School of

Engineering.

Based on the results presented in Table 6, it is

interesting to note that UGPA is a significant predictor in

twelve of the 13 School of Engineering programs. In

addition, in the program where UGPA is not a significant
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predictor, Guidance Control (N = 21), the average UGPA (2.94)

in this group is the lowest in the Engineering School.

Combined with the facts that in this Guidance Control group,

thp av-rac GRw" o (1269.28) is the second highest in the

School of Engineering and the average GGPA (3.56) was above

the sample average, an idea of the possible bias inherent to

grade point averages can be seen. Based on t-- average GRET

score and average GGPA in this group, it would seem that

these students are not as poor as their average UGPA would

indicate. Since undergraduate grade point averages differ

significantly across undergraduate institutions, with some

being very lenient and others being very strict, it is not

difficult to see how this bias, combined with a small sample

size, can reduce the effectiveness of UGPA as a predictor.

The Guidance Control program aside, it can be seen from

Table 6 that noL only is UGPA a valid predictor within the

School of Engineering but also it is a pooi predictor within

the School of Systems and Logistics. A possible explanation

for this phenomenon may lie in the fact that students who

traditionally enter the School of Engineering have alreaAc"

studied engineering as undergraduates. Thus, their

undegraduate grade point averages reflect their academic

success in an area similar to their intended area of graduate

study. On the other hand, students who enter the School of

Systems and Logistics rarely have studied the art of

management as an undergraduate (due to the Air Force's desire

for potential officers with technical degrees) and therefore,
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their undergraduate grade point averages reflect their

academic success in an area unrelated to their intended area

of graduate work. Although thus unfamiliarity with their

intended area of study does not preclude them from being

sucessful students, it does reduce the effectiveness of their

undergraduate grade point averages as predictors of their

graduate performance.

Table 6

Summary of Number of Programs (By School) in
which the Predictor is Signiticant

School of Systems School of
Predictor and Logistics Engineering

UGPA 2 12

GRET 6 10

GREV 4 7

GREQ 6 11

GREA 6 9

GMATV 4 0

GMATQ 5 1

GMATT 5 0

TOEFL 0 0

Table 6 also demonstrates the validity of using the GMAT

to predict graduate grades in the School of Systems and

Logistics. Since the GMAT is designed to assess the

qualifications of potential students for study in business or
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management, its validity in the School of Systems and

Logistics, as well as its poor predictive effectiveness in

the School of Engineering, come as no uirprise.

The findings of this study are deeper than just

generalities, however. The preceding anqlysis has

demonstrated that in AFIT, different predictors are need d

for different academic programs. Although either common

sense or intuition may suggest that the GRE is a more

appropriate predictor for the School of Engineering programs,

and similarly the GMAT for the School of Systems and

Logistics programs, this analysis has shown that the

difference is much more specific than this. For example,

although GREA is a very significant predictor for tlir-

Electrical Engineering program, it is not a significant

predictor for the Engineering Physics program. This finding

implies that the skills required to excel in each program may

differ, even within the same school (i.e. Engineering vs.

Management). Since different skills may be required, it

requires different tests to measure those skills. Therefore,

a test which measures analytic ability (as the CREA does)

tends to predict performance better in a program like

Electrical Engineering, which may require more analytic

skills than another program.

Instead of asking the AFIT Admissions office ti assime

which skills are needed in a particular program, ano then to

find a test. to measure those skills, the table of significant

predictors enables the selection committee to see which tests

45



are significantly related to academic performance, by

program. Thus, the Admissions office can select students

based on the most appropriate criteria. In addition, the

predictive models enable the selection committee to use the

students' scores, on these predictors, to forecast his or her

graduate performance. This eliminates the requirement for

cut-off values of any test which may eliminate an otherwise

potentially successful student.

Conclusions

This study has shown that the AFIT Registrar's office is

using valid predictors for the selection of students to

attend graduate school. However, this study has also shown

that the application of all these predictors is not

appropriate for every AFIT graduate program. More

specifically, AFIT should not use the same predictors for

each program. Comparisons of the relationships between

predictors and criterion, by program, have revealed

significant differences in the predictive ability of the same

variables. These predictors should be applied on a program by

program basis as indicated in Table 4. The methodology for

applying these predictors should be consistent with the

predictive models presented in Appendix C.

While validating the use of the present predictors of

academic performance, this study does not preclude the

existence of other, more powerful predictors. However,

before money and effort are expended in the search for these
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predictors, a look at the marginal returns possible as a

result of these new variables should be considered. A look

at the graduation rates for the last three years of this

study reveals that only 9 of the 1211 total students were

voluntarily or involuntarily dismissed from AFIT for academic

deficiency. This represents a 0.77% failure rate. Of

course, this figure does not take into account those students

who did not graduate at the expected time. These students

are generally those who have not completed their theses

requirements on schedule. Even though all course work may be

complete, these students do not graduate until their thesis

is finished . For the most part, this phenomenon indicates,

not a lack of academic ability, but a lack of motivation.

Unfortunately, variables indicating the presence or absence

of motivation are not considered in the selection process.

With this low failure rate in mind, a search for new

predictors should have as its goal differentiating among

qualified students, thus determining which are better suited

for AFIT, as opposed to the broader task of separating the

qualified students from the unqualified ones.

Suggestions for Future Research

Additional research should be conducted in the future to

eliminate the effects that small sample size may have had

within certain programs. For example, the Guidance Control

program had a sample size of only 21 students. Further

research should be conducted after more students have entered

the program so that results with more confidence may be
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obtained. In addition, since only 59 students reported

scores on the TOEFL, these results may also need to be

reconsidered after the sample size has increased.

Summary

In summary, this thesis has demonstrated that selection

to AFIT should be conducted on a program by program basis.

Although the overall content of the engineering and

management disciplines is quite different, they also exhibit

little homogeneity within themselves. Thus, instead of using

a single set of predictors for all AFIT students, or even two

sets with one for each school, a different set of predictors

should be used for each program. The selection committee

certainly recognizes that astronautical engineering has

little in common with logistics management. By the same

token however, the committee should also recognize that

astronautical engineering has little in common with

electrical engineering and, therefore, should use different

predictors of academic success for each program.
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Appendix A: Frequency Distributions for
Criterion and Predictor Variables

AFIT Graduate Grade Point
Average Distribution (1977 - 1987)

FREQUENCY
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AFIT Undergraduate Grade Point

Average Distribution (1977 - 1987)

FREQUENCY
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AFIT GRET Score Distribution (1977 - 1987)

FREQUENCY
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AFIT GREV Score Distribution (1977 - 1987)

FREQUENCY
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AFIT GREQ Score Distribution (1977 - 1987)

FREQUENCY
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AFIT GREA Score Distribution (1977 - 1987)

FREQUENCY
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AFIT GMATV Score Distribution (1977 - 1987)

FREQUENCY
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AFIT GMATQ Score Distribution (1977 - 1987)

FREQUENCY

180 +

160 +

140*** *** ***

120 + *** *** ***

100*** *** ***

*** *** *** **

*** *** *** *

20 + *** *** ***

20 +********* *** *** *** **

16 20 24 28 32 36 40 44 48 52

GMATQ MIDPOINT

56



AFIT GMATT Score Distribution (1977 - 1987)

FREQUENCY
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AFIT TOEFL Score Distribution (1977 - 1987)

FREQUENCY
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Appendix B: Descriptive Statistics for
Criterion and Predictor Variables

By Program

Descriptive Statistics for the

Aeronautical Engineering Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 326 3.37 0.35 1.77 4.00

UGPA 295 3.10 0.38 2.19 4.00

GRET 239 1204.76 127.06 790.00 1500.00

GREV 239 521.08 90.52 260.00 750.00

GREQ 239 681.68 67.69 490.00 850.00

GREA 134 607.68 100.36 300.00 800.00

GMATV 11 33.00 5.54 25.00 41.00

GMATQ 11 34.27 6.23 24.00 47.00

GMATT 11 557.63 62.19 491.00 690.00

TOEFL 10 561.60 56.71 452.00 633.00
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Descriptive Statistics for the

Astronautical Engineering Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 143 3.43 C.35 1.75 4.00

UGPA 140 3.15 0.45 2.30 3.88

GRET 119 1254.53 107.02 1000.00 1480.00

GREV 119 540.58 83.67 360.00 750.00

GREQ 119 715.12 55.12 580.00 820.00

GREA 55 595.81 90.48 360.00 780.00

GMATV 4 32.00 4.83 25.00 36.00

GMATQ 4 37.25 1.70 35.00 39.00

GMATT 4 543.75 37.37 507.00 582.00

TOEFL 0



Descriptive Statistics for the

Computer Science Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 308 3.56 0.34 1.07 4.00

UGPA 286 3.13 0.37 2.18 4.00

GRET 252 1208.76 150.62 800.00 1510.00

GREV 252 536.86 98.00 230.00 760.00

GREQ 252 672.02 87.75 410.00 820.00

GREA 160 602.00 104.80 200.00 800.00

GMATV 16 31.93 7.34 19.00 44.00

GMATQ 16 35.87 5.01 26.00 46.00

GMATT 16 561.50 62.71 446.00 667.00

TOEFL 7 539.14 47.02 480.00 610.00
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Descriptive Statistics for the

Electrical Engineering Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 646 3.46 0.35 1.48 4.00

UGPA 608 3.13 0.39 2.11 4.00

GRET 482 1213.83 138.85 750.00 1580.00

GREV 482 535.14 92.36 200.00 800.00

GREQ 482 678.17 73.01 470.00 820.00

GREA 344 594.97 101.52 260.00 800.00

GMATV 19 31.79 4.95 24.00 41.00

GMATQ 19 37.00 5.48 27.00 46.00

GMATT 20 563.10 62.02 460.00 683.00

TOEFL 6 605.33 99.36 513.00 780.00
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Descriptive Statistics for the

Electro-Optical Engineering Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 107 3.44 0.33 2.21 4.00

UGPA 106 3.23 0.40 2.38 3.94

GRET 72 1238.19 139.14 930.00 1580.00

GREV 72 540.97 93.37 360.00 790.00

GREQ 72 698.61 72.19 520.00 810.00

GREA 49 609.38 89.24 420.00 790.00

GMATV 3 33.66 1.15 33.00 35.00

GMATQ 3 37.66 4.16 33.00 .0

GMATT 3 585.00 34.77 548.00 560.00

TOEFL 1 560.00
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Descriptive Statistics for the

Engineering Physics Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 166 3.35 0.45 0.93 4.00

UGPA 153 3.14 0.42 2.05 3.96

GRET 132 1256.38 140.47 920.00 1670.00

GREV 132 561.74 100.24 300.00 870.00

GREQ 132 693.03 66.04 500.00 870.00

GREA 77 610.52 93.66 280.00 800.00

GMATV 4 34.50 7.54 29.00 45.00

GMATQ 4 36.75 11.64 20.00 47.00

GMATT 4 586.25 121.61 435.00 730.00

TOEFL 2 515.00 21.21 500.00 530.00
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Descriptive Statistics for the

Nuclear Engineering Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 121 3.39 0.43 1.18 4.00

UGPA 110 3.10 0.36 2.35 3.96

GRET 91 1251.31 147.46 900.00 1570.00

GREV 91 566.26 91.74 360.00 780.00

GREQ 91 683.84 77.79 500.00 830.00

GREA 56 611.07 86.01 400.00 780.00

GMATV 3 32.33 1.15 31.00 33.00

GMATQ 3 38.66 2.08 37.00 41.00

GMATT 3 580.67 16.77 570.00 600.00

TOEFL 0
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Descriptive Statistics for the

Operations Research Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 213 3.59 0.27 2.44 4.00

UGPA 192 3.19 0.37 2.20 4.00

GRET 181 1212.20 137.28 760.00 1530.00

GREV 181 520.44 98.27 200.00 770.00

GREQ 181 692.54 70.94 470.00 870.00

GREA 118 592.54 107.85 220.00 800.00

GMATV ii 34.45 5.94 27.00 43.00

GMATQ 11 36.54 5.76 29.00 44.00

GMATT 11 582.63 74.11 500.00 710.00

TOEFL 11 538.36 21.45 493.00 573.00
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Descriptive Statistics for the

Systems Engineering Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 90 3.39 0.44 1.73 4.00

UGPA 87 3.12 0.35 2.26 3.86

GRET 63 1201.90 148.68 920.00 1650.00

GREV 63 526.98 91.55 360.00 840.00

GREQ 63 671.26 90.54 350.00 830.00

GREA 40 596.25 118.89 280.00 780.00

GMATV 4 30.25 5.37 24.00 37.00

GMATQ 4 38.00 4.83 31.00 42.00

GMATT 4 563.00 65.14 475.00 631.00

TOEFL 0
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Descriptive Statistics for the

Strategy and Tactics Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 183 3.56 0.24 2.75 4.00

UGPA 178 3.01 0.36 2.16 3.90

GRET 154 1250.06 131.64 760.00 1570.00

GREV 154 562.59 93.47 310.00 790.00

GREQ 154 686.68 70.96 450.00 830.00

GREA 76 613.02 92.56 400.00 790.00

GMATV 21 35.61 4.52 26.00 48.00

GMATQ 21 37.19 5.20 26.00 47.00

GMATT 22 596.18 48.23 522.00 696.00

TOEFL 0
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Descriptive Statistics for the

Space Operations Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 134 3.56 0.29 1.59 3.98

UGPA 129 3.08 0.34 2.19 3.91

GRET 124 1230.64 113.50 970.00 1580.00

GREV 124 544.19 77.17 410.00 800.00

GREQ 124 677.98 68.71 510.00 810.00

GREA 77 610.38 81.87 410.00 800.00

GMATV 5 32.80 5.11 25.00 39.00

GMATQ 5 34.00 5.87 29.00 44.00

GMATT 6 568.50 68.11 476.00 658.00

TOEFL 0
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Descriptive Statistics for the

Guidance Control Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 21 3.56 0.25 2.96 4.00

UGPA 17 2.94 0.37 2.30 3.71

GRET 14 1269.28 83.89 1090.00 1370.00

GREV 14 540.71 62.19 440.00 640.00

GREQ 14 728.57 49.12 620.00 810.00

GREA 0

GMATV i 36.00

GMATQ 1 41.00

GMATT 2 623.50 2.12 622.00 625.00

TOEFL 0
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Descriptive Statistics for the

Computer Engineering Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 22 3.66 0.23 3.01 3.90

UGPA 21 3.30 0.30 2.59 3.71

GRET 22 1284.09 117.74 1020.00 1500.00

GREV 22 584.54 83.99 410.00 710.00

GREQ 22 700.00 53.09 620.00 790.00

GREA 21 647.62 97.31 410.00 800.00

GMATV 0

GMATQ 0

GMATT 0

TOEFL 0
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Descriptive Statistics for the

Acquisition Logistics Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 107 3.57 0.27 2.62 4.00

UGPA 99 2.98 0.44 2.10 3.9r

GRET 52 1179.04 119.88 910.00 1460.00

GREV 52 552.30 74.00 410.00 710.00

GREQ 52 626.53 74.69 460.00 800.00

GREA 33 578.63 89.75 400.00 750.00

GMATV 46 32.54 5.39 21.00 43.00

GMATQ 46 32.17 6.86 19.00 50.00

GMATT 47 540.46 59.78 408.00 647.00

TOEFL 0
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Descriptive Statistics for the

Contracting Management Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 168 3.63 0.24 2.76 4.00

UGPA 160 2.96 0.45 1.90 4.00

GRET 77 1168.70 138.64 870.00 1530.00

GREV 77 549.09 83.77 410.00 760.00

GREQ 77 620.90 81.13 450.00 770.00

GREA 36 571.66 85.84 360.00 780.00

GMATV 80 31.60 5.22 19.00 -4.00

GMATQ 80 29.98 5.74 18.00 45.00

GMATT 80 520.66 60.52 381.00 650.00

TOEFL 1 480.00
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Descriptive Statistics for the

Engineering Management Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 270 3.61 J.24 2.98 4.00

UGPA 260 2.86 0.39 1.96 3.92

GRET 201 1173.03 119.57 900.00 1490.00

GREV 201 512.83 75.90 310.00 730.00

GREQ 201 660.69 73.27 480.00 820 00

GREA 133 571.35 90.60 220.00 800.00

GMATV 60 30.03 6.39 141.00 43.00

GMATQ 60 32.76 5.93 16.00 47.00

GMATT 60 524.70 71.51 310.00 670.00

TOEFL 2 94.00 2.82 92.00 96.00
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Descriptive Statistics for the

International Logistics Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 47 3.53 0.24 3.05 4.00

UGPA 45 2.93 0.41 2.23 3.82

GRET 26 1150.38 140.04 970.00 1530.00

GREV 26 532.69 89.91 440.00 770.00

GREQ 26 615.00 75.96 490.00 800.00

GREA 16 539.37 74.42 430.00 680.00

GMATV 17 28.64 7.76 9.00 41.00

GMATQ 17 30.35 9.42 14.00 5.1.00

GMATT 18 501.66 99.75 275.00 670.00

TOEFL 0
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Descriptive Statistics for the

Logistics Management Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 544 3.55 0.43 0.00 .4.00

UGPA 474 2.93 0.42 2.06 3.96

GRET 298 1132.75 152.35 670.00 1560.00

GREV 298 518.12 97.88 200.00 770.00

GREQ 298 615.53 88.86 340.00 850.00

GREA 127 539.21 122.72 230.00 800.00

GMATV 181 31.41 5.71 5.00 46.00

GMATQ 181 31.53 5.81 15.00 4.0

GMATT 47 478.76 180.71 90.00 637.00

TOEFL 0
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Descriptive Statistics for the

Maintenance Management Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 91 3.60 0.23 3.01 3.98

UGPA 90 2.97 0.41 2.01 3.96

GRET 50 1133.80 137.86 840.00 1410.00

GREV 50 525.09 79.59 410.00 720.00

GREQ 50 604.80 86.69 420.00 810.00

GREA 38 574.73 87.11 .400.00 730.00

GMATV 31 30.61 5.41 19.00 44.00

GMATQ 31 28.77 6.33 11.00 45.00

GMATT 31 508.90 65.59 312.00 670.00

TOEFL 0



Descriptive Statistics for the

Systems Management Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 300 3.53 0.43 0.75 4.00

UGPA 288 2.93 0.38 2.20 4.00

GRET 162 1198.14 140.56 680.00 1480.00

GREV 162 540.43 85.88 300.00 700.00

GREQ 162 660.98 76.00 380.00 800.00

GREA 98 584.48 99.88 290.00 760.00

GMATV 132 31.53 7.35 10.00 46.00

GMATQ 132 35.11 5.92 20.00 53.00

GMATT 133 551.45 76.21 371.00 740.00

TOEFL 6 556.66 -47.31 510.00 637.00
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Descriptive Statistics for the

Transportation Managemeft Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 54 3.58 0.32 2.50 4.00

UGPA 54 3.05 0.36 2.44 3.73

GRET 33 1140.60 136.35 910.00 1390.00

GREV 33 544.84 76.40 390.00 710.00

GREQ 33 595.75 96.11 430.00 830.00

GREA 26 546.92 82.25 400.00 670.00

GMATV 17 30.47 5.87 19.00 43.00

GMATQ 17 26.47 6.23 11.00 37.00

GMATT 17 490.76 70.40 312.00 590.00

TOEFL 0
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Descriptive Statistics for the

Cost Analysis Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 57 3.58 0.28 2.42 4.00

UGPA 53 2.93 0.42 2.13 3.88

GRET 24 1144.58 117.43 930.00 1350.00

GREV 24 490.41 52.12 420.00 630.00

GREQ 24 654.16 84.38 490.00 750.00

GREA 16 576.87 59.18 460.00 670.00

GMA'rV 33 31.09 5.36 21.00 45.00

GMATQ 33 33.96 5.95 22.00 45.00

GMATT 33 543.09 60. 23 430.00 670 .00

TOEFL 0
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Descriptive Statistics for the

Information Resources Program

# IN STANDARD
VARIABLE SAMPLE MEAN DEVIATION MINIMUM MAXIMUM

GGPA 48 3.64 0.21 3.09 4.00

UGPA 47 3.03 0.39 2.29 3.75

GRET 30 1156.00 150.23 880.00 1450.00

GREV 30 551.33 93.24 390.00 780.00

GREQ 30 601.33 81.14 460.00 780.00

GREA 26 586.53 82.55 480.00 770.00

GMATV 23 31.21 5.17 22.00 45.00

GMATQ 23 23.78 5.35 21.00 40.00

GMATT 23 518.52 44.71 432.00 610.00

IOEFL 0
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Appendix C: Multiple Regression Prediction Models

Regression Model for the

Astronautical Engineering Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT -1.5419 <0.0001

UGPA 0.1152 <0.0001

GRET -J.0190 <0.0001

GREQ 0.0297 <0.0001

GREA -0.0051 <0.0001

GREV 0.0218 <0.0001

SAMPLE SIZE = 142

MODEL R = 0.9783

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Aeronautical Engineering Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.5978 <0.0001

UGPA 0.2178 <0.0001

GREQ 0.0045 K0.0001

GRET -0.0017 -0.0001

SAMPLE SIZE = 325

MODEL R- = 0.4584

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Computer Science Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.6520 <0.0001

UGPA 0.1510 <0.0001

GRET -0.0069 <0.0001

GREQ 0.0078 '0.0001

GREA 0.0017 <0.0001

GREV 0.0067 0.)001

SAMPLE SIZE = 307

MODEL R = 0.6025

MODEL SIGNIFICANCE = <0.0001



Regression Model for the

Electrical Engineering Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPII 1.5689 <0.0001

UGPA 0.2303 <0.0001

GRET -0.0129 <0.("'001

GREQ 0.0145 110.0001

GREA 0.0005 '0.0001

GREV 0.0127 e0.0001

SAMPLE SIZE =645

MODEL R= 0.5476

MODEL SIGNIFICANCE = <0.0001



Regression Model for the

Electro-Optical Engineering Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.4797 -0.0001

UGPA 0.1730 0.0137

GRET -0.0006 0.0459

GREQ 0.0031 <0.0001

SAMPLE SIZE = 106

MODEL R2 = 0.3591

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Engineering Physics Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 0.8697 0.u092

UGPA 0.3825 <0.0001

GRET -0.0078 <0.0001

GREQ 0.0098 <0.0001

GREV 0.0078 '0.0001

SAMPLE SIZE = 165

9

MODEL R2 = 0.4460

MODEL SIGNIFICANCE = <0.0001
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Reg,,,ression Model for the

Nuclear Engineering Program

VARITABLE WEIGHT SIGNIFICANCE

INTERCEPT 0.3331 0.0941

UGPA 0.1743 003

GREQ 0.0029 "0.0001

GREV 0.0008 0.0168

SAMPLE SIZE = 120

MODEL, R 2 = 0.4899

MODEL, SIGNIFICANCE = <0.0001



Regression Model for the

Operations Research Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.8331 <0.0001

UGPA 0.1612 <0.0001

GRET -0.0011 (10.0001

GREQ 0.0030 ,0.0001

GREA 0.0010 <0.0001

SAMPLE SIZE = 212

MODEL R 2 = 0.4954

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Systems Engineering Programn

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 0.9307 <0.0001

GRET -0.0074 <0.0001

GREQ 0.0095 <0.0001

GREV 0.0095 '.0.0001

SAMPLE SIZE = 89

MODEL R2 = 0.8045

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Strategy and Tactics Program

VARI ABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.4569 <0.0001

UGPA 0.1731 <0.0001

GREQ 0.0020 <0.0001

GREV 0.0004 0.0096

SAMPLE SIZE =1, 2

MODEL R = 0.5155

MODEL SIGNIFICANCE = <0.0001



Regression Model for the

Space Operations Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.5948 <0.0001

UGPA 0.2i27 0.0009

GREQ 0.0019 <0.0001

SAMPLE SIZE = 133

MODEL R 2 = 0.3365

MODEL SIGNIFICANCE = <0.0001
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Regression Model for th

Computer Engineering Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 2.5294 <0.0001

UGPA 0.3436 0.0356

SAMPLE SIZE = 21

MODEL R 2 = 0.2025

MODEL SIGNIFICANCE = 0.0356
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Regression Model for the

Acquisition Logistics Program

VARI4ABLE WEIGHT SIGNIFICANCE

INTERCEPT 3.6352 <0.01)0l

GMATV 0.0129 0.0047

GMATQ -0.0149 <0O.0001

SAMPLE SIZE = 106

MODEL R2= 0.2000

MODEL SIGNIFICANCE = <0.0001



Regression Model for the

Contracting Management Program

(Using UGPA and GRE scores only)

VARIABLE WEIGHT SIGNIFICANCE

INTERCEP '  2.6462 <0.0001

GRET -0.0025 0.0693

GREQ 0.0024 0.0805

GREA 0.0015 0.0001

GREV 0.0030 (1.0260

SAMPLE SIZE = 167

MODEL R2 = 0.3381

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Contracting Management Program

(Using UGPA and GMAT scores only)

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 5.3264 '0.0001

GMATQ 0.1412 <0.0001

GMATV 0.1753 0.0001

GMATT -0.0220 <0.0001

SAMPLE SiZE = 167

MODEL R2 = 0.3314

MODEL STGNIFICANCE = <0.0001
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°ression Model for the

Enc .- ering Management Program

(Using UGPA and GRE scores only)

VARIABLE WEIGHT SIGN I FICANE

INTERCEPT 2.5175 <0.0001

UGPA 0.1107 0.0003

GRET -0. 0006 0. ooU3

GREQ 0.0014 -'0.0001

GREA 0.0010 0. 000 1

SAMPLE SIZE = 269

MODEL R2 = 0.3531

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Engineering Management Program

(Using UGPA and GMAT scores only)

VARIABLE WEIGHT S IGN IFI I ANCF

INTERCEPT 2.7416 <0.0001

UGPA 0.1186 0.0001

GMATQ 0. 0339 0.0001

GMATT -0.0011 <0,0(h01

SAMPLE SIZE 269

MODEl -. A 0.-1729

MODEl, SIGNIFICANCE %0.0001
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Regression Model for the

Logistics Management Program

(Using UGPA and GRE scores only)

VARIABLE WEIGHT SIGN FICANCE

INTERCEPT 1.8289 <0.0001

UGPA 0.0826 '0.0001

GRET -0.0 2 51 <0.0001

GREQ 0.0267 -,0.0001

GREA 0.0002 0.0289

GREV 0.0258 <0. 0001

SAMPLE SIZE = 5-43

2
MODEL R = 0.8574

MODEL 'S[GNIFICANCE = <0.0001
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Regression Model for the

Logistics Management Program

(using UGPA and GMAT scores only)

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 3.8533 <0.0001

UGPA 0.1477 <0.0001

GMATV 0.1939 <0.0001

GMATQ 0.1623 <0.0001

GMATT -0.0226 <0.0001

SAMPLE SIZE = 543

MODEL R = 0.7126

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Maintenance Management Program

(Using UGPA and GRE scores only)

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.8759 <0.0001

GREQ 0.0013 <0.0001

GREA 0.0006 0.0035

GREV 0.0012 <0.000l

SAMPLE SIZE = 90

MuDEL R 2 = 0.7954

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Systems Management Program

(Using UGPA and GRE scores only)

VAPTABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.0013 <0.0001

GRET -0.0098 <0.0001

GREV 0.0095 <0.0001

GREQ 0.0123 <0.0001

GREA 0.0017 <0.0001

SAMPLE SIZE = 299

MODEL R2 = 0.7200

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Systems Management Program

(using UGPA and GMAT scores only)

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 3.9322 <0.0001

UGPA -0.i509 0,()i)29

GMATV 0.10411 <0.0001

GMATQ 0,0764 <0.0001

GMATT -0.1074 <0.0001

SAMPLE SIZE =299

MODEL R2 = 0.4495

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Cost Analysis Program

(Using UGPA and GRE scores only)

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.0611 0.0002

UGPA 0.2924 <0.0001

GRET -0.0010 <0.0001

GREQ 0.0042 0.0379

SAMPLE SITE = 56

MODEL R 2 = 0.7323

MODEL SIGNIFICANCE = <0.0001
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Regression Model for the

Cost Analysis Program

(using UGPA and GIMAT scores only)

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 1.8418 (0.0001

GMATV 0.0268 <0.0001

GMATT 0.0017 0.0049

SAMPLE SIZE = 56

MODEL R 2 = 0.6739

MODEL SIGNIFICANCE = <0.0001

105



Regression Model for the

Information Resources Program

VARIABLE WEIGHT SIGNIFICANCE

INTERCEPT 2.6125 <0.0001

UGPA 0.1392 0.0552

GREA 0.0010 0.0034

SAMPLE SIZE = 47

MODEL R2 = 0.2155

MODEL SIGNIFICANCE =0.0043
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UNCLASSTFIED

Block 19. Abstract (Continued)

This thesis was designed to evaluate the suitability
of the variables that AFIT uses to select graduate
students. The objective was to determine if, indeed,
these variables are effective at predicting graduate
school academic success at AFIT.

This study examined the records of 4170 US military
officers, foreign officers, and civilians who attended
in-residence AFIT graduate programs from 1977 to 1987.
From these records was obtained data on each students'
undergraduate GPA and scores on standardized tests, which
AFIT currently uses in the selection process.

Using the graduate GPA as the criterion, this study
examined the effectiveness of these predictors with
correlation analysis. In addition to studying the student
population as a whole, the sample was also broken down to
see if the predictors were equally suitable across all
programs.

This study found that all predictors were significantly
correlated with graduate GPA and thus were suitable for use
in the selection process. In addition, the study found
that all predictors were not equally effective in pre-
dicting academic performance in all programs. Using the
best set of significantly correlated variables, predictive
models were developed for each proaram. The admissions
office sholild use each model to select students on a
prooram-by-prociram basis.
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